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ABSTRACT

The wind-driven seasonal variability in the tropical North Pacific Ocean is analyzed by means of a two-layer
primitive equation ocean model implemented in an idealized Pacific extending from 308S to 528N and forced
by an analytic seasonally varying wind stress field derived from ECMWF winds. The oceanic response in the
tropical region is found to be mainly in the form of annual beta-refracted baroclinic Rossby waves radiating
from the eastern boundary. Validation of these results with TOPEX/Poseidon (T/P) altimeter data is carried out.
Zonal longitude–time diagrams of sea surface height anomalies and zonally integrated meridional transports
computed from T/P data and from the winds through the Sverdrup relation by Stammer are compared with the
corresponding quantities obtained from the model results. Such comparison shows that the model does capture
the essential features of the wind-driven seasonal variability in the tropical North Pacific. The analysis of the
model results, based also on sensitivity experiments, shows that the waves radiating from the eastern boundary
are generated by the passage of northward-propagating coastal Kelvin waves, which are in turn produced remotely
by seasonally varying winds in the equatorial wave guide, through a dynamical mechanism known to play a
major role in the dynamics of El Niño events. Therefore, these model results suggest that the annual Rossby
waves observed in the eastern tropical North Pacific may be mainly generated remotely in the equatorial band
rather than by varying winds along the eastern coast, as considered in other studies.

1. Introduction

The main periodicity in the large-scale ocean heat
content and circulation is the seasonal cycle, because of
annual variations of heat, freshwater, and momentum
exchanges with the atmosphere. In particular, the sea-
sonal variability of the large-scale ocean circulation is
mainly driven by the momentum flux associated with
the wind and has very different features for different
latitudinal bands. At mid- and high latitudes the oceanic
response to seasonally varying winds is mainly baro-
tropic and is driven by the Ekman pumping (e.g., Ped-
losky 1996), which is proportional to the local wind
stress curl. Baroclinic Rossby waves give a small con-
tribution for latitudes higher than the critical one for the
annual period (w ; 358). On the other hand, in the
Tropics annual baroclinic Rossby waves, being much
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faster than those at midlatitudes, are able to shape the
wind-driven seasonal variability in the central and east-
ern tropical Pacific and Atlantic Oceans (e.g., White
1977; Meyers 1979; White and Saur 1981; Krauss and
Wuebber 1982; Cummins et al. 1986; Herrmann and
Kraus, 1989). Still in the Tropics, in the central and
western part of the basins, Ekman pumping and topo-
graphic interactions can give important contributions to
the seasonal variability.

Experimental investigations through in situ measure-
ments put in evidence important aspects of the seasonal
variability, but the monitoring of the latter on a global
scale was possible only after the advent of remote sens-
ing. Satellite altimetry (e.g., Robinson 1994; Fu and
Cazenave 2001) and, in particular, the most recent U.S./
French TOPEX/Poseidon (T/P) and European ERS-1/2
missions have provided a revolutionizing tool to study
seasonal changes in both the upper-ocean heat storage
and the large-scale circulation over the global ocean.
The not (yet) sufficiently accurate knowledge of the
geoid has, up to now, limited the application of altimeter
data to the study of the fluctuating part of the sea surface
height (SSH) signal, but this is perfectly compatible
with the analysis of the oceanic variability. After fil-
tering out the tidal, inverted barometer and steric height
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signals, the remaining residual is a basically wind-driv-
en ‘‘dynamically active’’ SSH anomaly from which geo-
strophic surface current fluctuations can be computed.
Many studies have been carried out in which both the
observational evidence of the seasonal variability and
its physical interpretation were based on altimeter data
[e.g., see Fu and Chelton (2001) and Picaut and Bus-
alacchi (2001) for a review].

The most striking (and energetic) aspect of the wind-
driven seasonal variability in the eastern tropical Pa-
cific (and for very low latitudes also in the central part
of the ocean) is the presence of annual baroclinic Ross-
by waves radiating from the eastern boundary and
yielding a pronounced ‘‘beta’’ refraction toward the
equator due to the dependence of phase speed with
latitude. Although this was first recognized through the
analysis of in situ data (e.g., White 1977; Meyers 1979;
Kessler 1990), it was only with altimeter data that this
prominent seasonal feature could be analyzed synop-
tically (e.g., Chelton and Schlax 1996). According to
a fairly common opinion such waves (and their Atlantic
counterpart) are thought to be generated at the oceanic
eastern boundary mainly by the local action of sea-
sonally varying winds (e.g., White 1977; Meyers 1979;
White and Saur 1981; Krauss and Wuebber 1982; Cum-
mins et al. 1986; Herrmann and Krauss 1989). How-
ever, it is interesting to notice that wave energy in the
eastern Pacific, as observed in T/P data, was found to
be strongly correlated with SSH anomalies at the equa-
tor (Vivier et al. 1999), suggesting a predominantly
nonlocal generating mechanism. The latter is presum-
ably due to Rossby wave forcing from poleward prop-
agating coastal Kelvin waves generated in the equa-
torial region by wind stress anomalies through a te-
leconnection proposed by McCreary (1976) in the dif-
ferent context of El Niño dynamics. So the following
questions arise: are the annual Rossby waves radiating
from the eastern boundary of the North Pacific Ocean
generated at the coast mainly through a local or a re-
mote forcing mechanism? Moreover, in the case of a
prevalent remote generation, is the teleconnection cited
above the actual physical mechanism that shapes the
response?

The main aim of the present paper is to provide pos-
sible answers to these questions. A process-oriented
model study of the wind-driven seasonal variability in
the North Pacific Ocean was therefore carried out, along
with validation through T/P altimeter data. The model
results have supported the hypothesis of a predominant
remote forcing mechanism; therefore sensitivity exper-
iments have also been performed in order to shed further
insight into its functioning.

The paper is organized as follows. In section 2 the
mathematical model and the wind forcing used are dis-
cussed. A two-layer primitive equation ocean model is
implemented in an idealized Pacific spanning the lat-
itudinal range w 5 308S–528N. The forcing is provided
by an idealized seasonally varying wind field obtained

from the European Centre for Medium-Range Weather
Forecasts (ECMWF) seasonal climatology (Rienecker
et al. 1996). In section 3 the analysis of the model
results is presented. Annual baroclinic Rossby waves
radiating from the eastern boundary are identified, and
the typical beta-refraction patterns due to the variation
of wave speed with latitude are recognized. A first
evidence is then provided that such Rossby waves are
generated by the passage of northward-propagating
coastal Kelvin waves originating from the equatorial
band. In section 4 validation with Stammer’s (1997)
altimeter data is carried out. Zonal x–t diagrams of sea
surface height anomalies and zonally integrated me-
ridional transports computed from T/P data and from
the winds through the Sverdrup relation are compared
with the corresponding quantities obtained from the
model results: such comparison shows that the model
does capture the essential features of the wind-driven
seasonal variability in the tropical North Pacific. It is
also shown that the time-dependent Sverdrup balance
holds in the tropical ocean, although it is masked in
the SSH signal by the overwhelming contribution of
the baroclinic Rossby wave dynamics. In section 5 sen-
sitivity experiments are presented with the aim of better
understanding the process through which annual Ross-
by waves are generated at the eastern boundary. First,
the model is forced by the same wind field used in the
basic run, but in which variations of the phase in the
equatorial band are introduced; second, a wind field
confined in the equatorial band is considered. The gen-
eral conclusion is that ageostrophic boundary effects
rather than the local Ekman pumping generate the
wind-driven seasonal variability in the eastern and cen-
tral tropical North Pacific. Moreover, the eastern
boundary radiation of annual Rossby waves is attri-
buted to the same dynamical mechanism known to act
in El Niño events.

2. The model

a. The mathematical model

In view of the process-oriented nature of this study
it appears desirable not to use a fully realistic three-
dimensional ocean general circulation model (whose
complexity could overshadow the dynamical mecha-
nisms to be analyzed) but rather a simplified model,
which, however, must include the main effects related
to the wind-driven oceanic variability. Moreover, the
free surface should also be included because it would
allow simulation of the altimeter signal with which com-
parison is made. In this framework a two-layer, shallow
water, flat bottom, nonlinear primitive equation ocean
model with free surface is used. The equations for the
upper and lower layer, respectively, are given below (see
Fig. 1):
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FIG. 1. The two-layer shallow water model setup.

tx 2u 1 u u 1 y u 2 fy 5 2gh 1 1 A ¹ u1t 1 1x 1 1y 1 1x H 1r H1 1

ty 2y 1 u y 1 y y 1 fu 5 2gh 1 1 A ¹ y1t 1 1x 1 1y 1 1y H 1r H1 1

H 1 (H u ) 1 (H y ) 5 0, (1)1t 1 1 x 1 1 y

2u 1 u u 1 y u 2 fy 5 2ah 2 g9h 1 A ¹ u2t 2 2x 2 2y 2 1x 2x H 2

2y 1 u y 1 y y 1 fu 5 2ah 2 g9h 1 A ¹ y2t 2 2x 2 2y 2 1y 2y H 2

H 1 (H u ) 1 (H y ) 5 0,2t 2 2 x 2 2 y (2)

where a 5 gr1/r2, g9 5 g(r2 2 r1)/ , ui 5 (ui, y i),r
and ri (i 5 1, 2) are the upper- and lower-layer hori-
zontal velocities and densities, respectively; h1 and h2

are the sea surface and interface displacement, respec-
tively; g is the acceleration of gravity; AH is the lateral
eddy viscosity coefficient; and t is the surface wind
stress. The following parameter values have been cho-
sen: D1 5 200 m, D2 5 3800 m, r1 5 1.026 g cm23,
r2 5 1.028 g cm23, AH 5 5000 m2 s21. The spatial and
temporal steps are Dx 5 100 km, Dy 5 111 km (so
that 1 grid step corresponds to 18 in latitude) and D t
5 130 s. Free-slip boundary conditions are imposed
along the closed contour lines and integration is carried
out starting from the state at rest.

This model is the two-layer extension of a barotropic
wind-driven model developed for a process-oriented re-
gional ocean study (Pierini 1996). The equations are
solved through an explicit leapfrog finite-difference
scheme on the Arakawa C grid. The integration domain
is a rectangle of zonal width L 5 9000 km spanning
the latitudinal range w 5 308S–528N (L is chosen as a
rough meridional mean value of the zonal width, and
sensitivity experiments not shown insure that the model
results are virtually independent on the choice of L,
provided that it is sufficiently large). Along y the Cor-
iolis parameter f 5 2Vearth sinw models correctly the
Coriolis force at different latitudes. Although we are
interested in the North Pacific, the domain of integration
has been chosen to include also a southern sector in
order to avoid unrealistic effects associated with a rigid
boundary located at the equator.

In many cases a reduced-gravity model is used to
study the upper-ocean dynamics. It has the computa-

tional advantage of allowing for a Dt much larger than
that required for a free-surface model solved through
an explicit algorithm (such as the one adopted in this
study). In addition, the free surface could be computed
from the thermocline displacement at low latitudes be-
cause, there, the former mirrors the latter through the
factor Dr/r. However, this does not hold at midlatitudes,
where the wind-driven seasonal variability is mainly
barotropic. Therefore, if a process study on the wind-
driven variability is to be performed with application
to altimeter data, then the use of a model with free
surface is essential. A further reason for using a model
with only active layers lies in the possibility of com-
puting a depth-averaged transport, which can then be
compared with the Sverdrup transport, as done in section
4b.

b. The wind forcing

In line with the relatively idealized mathematical
model an analytic wind stress was chosen, whose struc-
ture does, however, include the main aspects of the wind
seasonal variability over the North Pacific Ocean. The
seasonal signal for the wind stress curl in the North
Pacific was calculated by Rienecker and Ehret (1988)
from the Comprehensive Ocean–Atmosphere Data Set
(COADS). It can be schematized by three zonal belts:
w ø 08–108N, w ø 108–308/408N (the northern boundary
being at w ø 308 at the western side and at w ø 408 at
the eastern side), and w ø 308/408–558N. There is a
phase change of 4 months at w ø 108N, while a phase
change of 6 months is found at the midlatitude boundary
(in other words, the signal in the intermediate belt and
that in the northern belt are opposite in phase). Isoguchi
et al. (1997) computed empirical orthogonal functions
(EOFs) of surface wind stress curl ECMWF fields in
the mid- and high-latitude North Pacific: the first EOF,
having a mainly seasonal variation, represents a north–
south oscillation with a nodal axis at around 358N, in
agreement with Rienecker and Ehret (1988). Also using
ECMWF surface winds, White et al. (1998) presented
a root-mean-square (rms) map of the wind stress curl
anomalies that, once more, confirms the existence of
two main lobes for the seasonal variability of the surface
wind stress curl over the North Pacific divided at ap-
proximately w ø 358N, with the northern lobe (repre-
senting the seasonal variability of the Aleutian low) hav-
ing an amplitude that is about 1.5 times that of the
southern one.

Rienecker et al. (1996) have carried out a comparison
of different surface wind products over the North Pacific
Ocean, and have provided profiles of the seasonal zon-
ally averaged zonal component of wind stress as a func-
tion of latitude, derived from various wind stress esti-
mates from July 1987 to December 1989. In Fig. 2 the
winter (averaged over December, January, and Febru-
ary, line DJF) and summer (averaged over June, July,
and August, line JJA) meridional profiles of the 10-m
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FIG. 2. Thin solid lines: meridional profiles of the 10-m ECMWF
zonally averaged zonal wind stress over the North Pacific Ocean
averaged over Dec–Jan–Feb (line DJF) and Jun–Jul–Aug (line JJA),
as digitized from Fig. 5 of Rienecker et al. (1996). Thick solid line:
meriodional profile of the annual mean obtained by averaging the
DJF and JJA profiles. Thick dashed line: meridional profile of the
seasonally varying winds (see text). Thin dashed line: analytical ap-
proximation of the thick dashed line representing the meridional pro-
file of the seasonally varying zonal wind stress (at x 5 4500 km)
used to force the circulation model.

FIG. 3. (a) Map of t0(x, y) (for the units, refer to the thin dashed line of Fig. 2) and (b) map of curlz t0 (amplitudes: 1028 N m23).

ECMWF zonal wind stress analysis as digitized from
Fig. 5 of Rienecker et al. (1996) are reported. The wind
stress field used in the present paper is based on this
information. First of all an annual mean can be obtained
by averaging the preceding two profiles (thick solid line

of Fig. 2). A seasonally variable stress can then be de-
rived: the thick dashed line of Fig. 2 gives the amplitude
of the seasonally varying wind that, superimposed on
the annual mean, allows passage from the line DJF to
(6 months later) the line JJA. Such profile is then ap-
proximated by the thin dashed line, which is composed
of two sinusoidal functions of different amplitudes and
wavenumbers matched at w 5 108. The analytical func-
tion approximates very well the observational profile
from w 5 08 to w ø 258, which is the region of our
interest. For higher latitudes the analytical signal un-
derestimates the experimental signal by ø50%, but we
do not expect this to affect the oceanic response in the
tropical region. For negative latitudes the signal is sim-
ply the extension of the low-latitude (w , 108) sinusoid.
While for latitudes between 2108 and the equator the
signal can be considered as approximating fairly well
the actual seasonal variability, for smaller negative val-
ues larger departures can be expected. However, the role
of buffer zone played by the integration domain for
negative latitudes makes this departure irrelevant for the
oceanic response in the northern tropical region.

A two-dimensional zonal wind stress field t0(x, y) is
then constructed (Fig. 3a) by imposing a meridional
profile at x 5 L/2 (54500 km) equal to the analytical
profile just obtained (thin dashed line of Fig. 2), and a
zonal sinusoidal modulation. The corresponding wind
stress curl field is shown in Fig. 3b. The two almost
opposite-in-phase lobes divided at w 5 108 discussed
at the beginning of this subsection are present; a north-
ern lobe, opposite in phase with respect to the midlat-
itude one, is also present above w 5 408. In conclusion,
the time-dependent zonal wind stress used to force the
circulation model was chosen as
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FIG. 4. SSH x–t diagrams at w 5 58, 108, and 258N (amplitudes: cm). These diagrams are directly comparable with those of Plate 3 of
Stammer (1997).

t(x, y, t) 5 t (x, y) sin(vt),0 (3)

where v 5 2p/T, T 5 360 days, and the meridional
profile t0 (x 5 4500 km, y) is given by the thin dashed
line of Fig. 2. From what was said earlier in this section
and from (3) it derives that the midwinter condition (line
DJF, which can be identified roughly with 15 January)
corresponds to t 5 90 1 360k days (k 5 0, 1, 2, . . .),
while the midsummer condition (line JJA, which can
be identified roughly with 15 July) corresponds to t 5
270 1 360k days.

Although the most salient features of the North Pacific
seasonally variable wind stress are reproduced by (3),
some simplifications deserve to be emphasized. For spa-
tial variation, the zonally symmetric wind field t0(x, y)
does not reproduce the observed east–west asymmetry
of the wind stress curl, particularly evident at w . 308,
but this may not be considered a major drawback in a
process-oriented study of the tropical Pacific. For tem-
poral variation of the wind stress, connecting the DJF
and JJA profiles through a monochromatic sinusoidal
temporal variation neglects the presence of higher har-
monics that can distort the actual seasonal time depen-
dence; moreover, the correspondence of 15 January with
t 5 90 1 360k days and 15 July with t 5 270 1 360k
days contains also some degree of arbitrariness because
the signal is not symmetrically distributed during the
seasons. However these choices are in line with the
present process-oriented approach.

A more serious simplification concerns the fact that
while, as reported by Rienecker and Ehret (1988), near
108N there is a phase change of 4 months, in (3) the
phase change is 6 months. In principle this 2-month
phase difference could be reproduced in the analytical

form of t0, but this would require introducing param-
eters whose values could only be determined by con-
sideration of the original ECMWF wind data. However,
doing that would be in contrast with the simplified na-
ture of our analysis. Another important reason for ac-
cepting this discrepancy is that, as is evident in the
following sections, most of the seasonal variability in
the eastern and central tropical Pacific is determined by
the wind in a narrow near-equatorial band, so that a
corrected oceanic response outside such band can be
obtained by simply shifting the response by 2 months.
We will consider this point again in the validation with
altimeter data in section 4b.

3. Analysis of the response

In this section we analyze the oceanic response to
wind forcing in (3) with t0(x, y) shown in Fig. 3a (with
profile at x 5 L/2 shown by the thin dashed line of Fig.
2). The initial time of integration is chosen at t 5 2180
days, so that time t 5 0 (corresponding roughly to 15
October) is preceded by a spinup period of 6 months.
Figures 4 and 5 show the x–t diagrams of the sea surface
height (SSH) h1 and interface displacement h2, respec-
tively, along zonal sections at w 5 58, 108, and 258N.
The signatures provide a clear indication that Rossby
waves are emanating from the eastern boundary, ex-
tending over a limited zonal region whose width de-
creases with increasing latitude. The inclination of the
isolines is associated with westward propagation; more-
over, the fact that the SSH and interface displacement
at w 5 58 and 108N (and at w 5 258N in the western
part of the basin) are opposite in phase and with am-
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FIG. 5. As in Fig. 4 but of interface displacement at w 5 58N, 108N, and 258N (amplitudes in m).

FIG. 6. (a) Snapshots of the SSH (cm) and (b) of the interface displacement (m) at t 5 630 days.

plitudes whose ratio is øDr/r, indicates that first-mode
(the only one admitted in a two-layer model) annual
baroclinic Rossby waves are present. In contrast to the
large baroclinic signal at low latitudes, a mainly baro-
tropic response is found at w 5 258N west of x ; 8000
km, where the large time-dependent westward-intensi-
fied signal present in the SSH west of ø1000 km from
the eastern coast is absent in the interface displacement
[this could be expected in advance on the basis of gen-
eral arguments concerning the oceanic seasonal vari-
ability, since the latter is mainly barotropic for latitudes

higher than ;208, as recognized by Gill and Niiler
(1973)]. In the following sections we will consider the
cause of the different penetration of Rossby waves em-
anating from the eastern boundary (section 3a) and the
origin of such waves from the equatorial wave guide
(section 3b)

a. Beta refraction

In Fig. 6 a snapshot of the SSH (Fig. 6a) and interface
displacement (Fig. 6b) at t 5 630 days (ø15 July) are
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shown. The most prominent feature evident in the flow
patterns in the intertropical region is a strongly latitude-
dependent shadow zone in which Rossby waves cannot
penetrate, and whose existence is due to the so-called
beta refraction (e.g., White 1977; Schopf et al. 1981;
Philander 1990). From Fig. 6 one can note that near the
eastern boundary the crests and troughs yield an almost
north–south alignment (vanishing meridional wave
number ky). However, after having left the eastern
boundary propagating westward, a wave packet would
be refracted toward the equator (with ky tending to be
much larger than kx), because only in this way can the
wave frequency remain invariant under the constraint
given by the dispersion relation for Rossby waves. An-
other way of interpreting the beta-refraction signature
is by observing [as did Philander and Yoon (1982) for
waves generated by fluctuating alongshore winds, but
the present case is basically equivalent] that the offshore
scale of the response is the internal Rossby radius of
deformation Ri [Ri 5 / f , 5 D1D2/(D1 1 D2)]Ïg9D D
for forcing frequencies higher than the Ross-
by cutoff frequency 5 2bRi/2 (the maximum fre-v
quency for which Rossby waves can exist) while, for
lower forcing frequencies, it is equal to the distance
covered by a Rossby wave during a period. It is easy
to check that our numerical simulation verifies this prop-
erty. Indeed, for latitudes lower than 368N (where the
cutoff period is 1 yr), the westernmost isoline of both
SSH and interface displacement in Figs. 4 and 5 is lo-
cated at a distance from the eastern boundary about
equal to l 5 cgT, (T 5 360 days) where the zonal com-
ponent of the group velocity cg (nearly equal to the phase
velocity because, at such low latitudes, baroclinic Ross-
by waves are virtually nondispersive) is given by

2 22c ù c ù 2bR } wg p i (4)

[this relation is not valid in a zonal belt of few degrees
around the equator, the equatorial b plane, where a dis-
crete set of wave speeds exists—e.g., Gill (1982) and
Philander (1990)]. For example, at w 5 138N, l 5 2229
km, in basic agreement with the offshore scale that can
be estimated from Figs. 4, 5, and 6.

Observations of baroclinic Rossby wave phase speeds
based on T/P data (Chelton and Schlax 1996) have re-
vealed that, at midlatitudes, the linear nondispersive val-
ue (4) underestimates the real one by a factor 2 or more
[see Killworth et al. (1997) for a theoretical analysis of
this discrepancy and Zang and Wunsch (1999) for a
critical overview]; however, for the intertropical lati-
tudes considered in this analysis, observed and theo-
retical values are basically coincident. Observational ev-
idence of beta-refraction patterns in the tropical North
Pacific was first provided from an analysis of bathy-
thermograph data by White (1977), and later, from T/P
altimeter data by Chelton and Schlax (1996) and White
et al. (1998). The observed patterns extend more west-
ward than the ones produced by the present model, but
this is due to the presence, in the real ocean, of waves

with periods larger than the annual one (the only period
considered here), such as the biennial or longer periods,
with consequent larger offshore scale, according to the
above discussion.

b. On the origin of Rossby waves emanating from the
eastern boundary

Here we consider the origin of the westward propa-
gating Rossby waves emanating from the eastern bound-
ary discussed in the preceding section. It has been rec-
ognized in several studies, mainly devoted to analyzing
El Niño events, that the eastern boundary of the ocean
can be regarded as an extension of the equatorial wave
guide (e.g., Anderson and Rowlands 1976; McCreary
1976; Clarke 1983; Johnson and O’Brien 1990; Shaffer
et al. 1997; Soares et al. 1999). The arrival at the eastern
boundary of an equatorial Kelvin wave generated in the
equatorial region from changing winds leads to the re-
flection of a westward-propagating equatorial Rossby
wave and to coastal Kelvin waves propagating pole-
ward; in turn, this coastal signal acts as a boundary
forcing for westward-propagating midlatitude Rossby
waves.

For our study, we want to see if the same dynamical
mechanism is also active in shaping the oceanic response
to the seasonal forcing (3). In Fig. 7 y–t diagrams of the
SSH (Fig. 7a) and interface displacement (Fig. 7b) along
the eastern boundary (meridional section at x 5 L) are
shown. It is evident that baroclinic coastal Kelvin waves
are propagating away from the equator. Baroclinicity is
implied by the fact that SSH and interface displacement
are opposite in phase and with amplitudes whose ratio
is øDr/r; moreover, the poleward phase speed that can
be evaluated from the isoline inclination is c ø 160 km
day21, in agreement with the theoretical value c 5

5 1.93 m s21. The relation between the phase ofÏg9D
the Kelvin wave at the equator and the wind forcing is
crucial in the understanding of the overall dynamics and
will be considered in section 5.

The generation of Rossby waves by the passage of
Kelvin waves at the eastern boundary is elucidated in
Fig. 8. The left-hand panel shows profiles of the SSH
at the reference latitude w 5 138N for four different
instants of time covering a whole period, while the cor-
responding meridional profiles at the eastern boundary
(from w 5 138N southward) are shown in the right-hand
panel, each signal pair being connected at x 5 L, w 5
138N [in the small graph the whole meridional profiles
including also the interval w 5 (138N, 528N) are re-
ported]. The profiles in the right-hand panel show north-
ward-traveling coastal Kelvin waves while in the left-
hand panel Rossby waves emanating from the eastern
boundary are shown. The latter evidence westward
phase propagation and a strong zonal modulation as-
sociated with the beta refraction.
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FIG. 7. (a) SSH y–t diagrams (cm) and (b) the interface displacement (m) along the eastern boundary
(meridional section at x 5 L).

FIG. 8. (left) Zonal profiles of the SSH at w 5 138N for four different instants of time of a whole cycle. (right) Meridional profiles of the
SSH at the eastern boundary (x 5 L) from w 5 138N southward for the same instants of time. Each signal pair is connected at x 5 L, w
5 138N (vertical thick solid line). In the small graph the whole meridional profiles, including also the interval w 5 (138N, 528N), are reported.
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4. Validation with altimeter data

An idealized ocean model may allow for a more ef-
fective analysis of specific dynamical features than a
state-of-the-art ocean general circulation model, but the
significance of the conclusions is limited by the degree
of realism of the idealized model; therefore, some val-
idation of its results is essential. If the validation is
successful one can then proceed to perform sensitivity
experiments in order to shed light on particular aspects
of the dynamics. The validation of model results will
be performed in this section by comparing the latter
with the analysis of Stammer (1997) based on T/P al-
timeter data. We will start by comparing zonal x–t di-
agrams, and then we will proceed to a quantitative com-
parison based on zonally integrated transport time se-
ries.

a. Comparison between numerical and T/P SSH x–t
diagrams

Stammer (1997) obtained the global dynamically ac-
tive signal (i.e., that related to subsurface geostrophic
currents) using T/P data from repeat cycles 2–116 (Oc-
tober 1992–November 1995) after filtering out tidal, in-
verted barometer, and steric height signals. Diagrams
showing SSH anomalies as a function of time were pre-
sented in Plate 3 of Stammer (1997), and the x–t diagrams
of Fig. 4 are directly comparable with them. The initial
time is roughly the same (8 October 1992 for T/P data
and ø15 October in our simulation); moreover, also the
chosen aspect ratio is the same, so that the propagation
speed of Rossby waves can be visually compared through
the isoline inclination.

The agreement between our model results and T/P
data can be considered as fairly good, since, despite the
simplicity of the forcing and the oceanic model, the
main features of the sea surface seasonal variability as
observed by the satellite altimeter are captured by our
model. At w 5 58N annual Rossby waves are propa-
gating westward (with the correct phase speed) over all
longitudes, because no shadow zone is present at such
low latitude (see Fig. 6a). There appears to be a time
lag of ø2 months between T/P data and model results
for the first cycle, while also the phase is correct for
the successive two cycles. Small-scale features at
;3000 km off the eastern boundary, present in T/P data
and likely due to topographic effects, are obviously ab-
sent in model results because no variable topography is
considered. At w 5 108N, east of x ; 5500 km, the
waves are clearly radiating from the eastern boundary,
and in this sector modeled and T/P annual Rossby
waves compare very well. In the western sector Rossby
waves appear to be originating at midbasin. In the model
results we can suppose that open-ocean generation of
Rossby waves by Ekman pumping is active (see section
5b). In real data we can again suppose that, apart from
this, also topographic effects can contribute in western

wave activity. At w 5 258N modeled annual Rossby
waves are again found to propagate with the correct
phase and speed, and also the confinement is well re-
produced. In the oceanic interior the model and data
variabilities are, on the other hand, very different. The
strong Rossby wave activity west of 2008E evident in
T/P data and generated by topographic interactions can-
not be produced by our flat-bottom ocean. Moreover,
the barotropic westward-intensified seasonal fluctua-
tions present in model results, and not evident in T/P
data, could partly be hidden in the latter by the strong
wave signal, and could also be overestimated in model
results because the spatial structure of the wind forcing
(Fig. 3) overestimates the wind stress curl in the western
sector. At all latitudes the amplitude of the model var-
iability is smaller than the data by about a factor of 2–
3. This can be accounted for by the amplitude of the
seasonally varying wind stress (3), which underesti-
mates the real wind. In fact, as explained in section 2b,
the wind stress was constructed from seasonal averages,
with a consequent remarkable reduction of the effective
variability.

In Stammer’s (1997) paper the T/P data were also
compared with numerical results obtained from the
World Ocean Circulation Experiment (WOCE) Parallel
Ocean Climate Model (Semtner and Chervin 1992)
forced by daily ECMWF wind stress fields, and cli-
matological seasonal surface T and S boundary condi-
tions (Stammer et al. 1996). The agreement was re-
markably good at various scales, and it was therefore
noticed that global observations and numerical model-
ing have converged to a point that comparison of in-
dividual features present in ocean observations with si-
multaneous numerical simulations can be carried out.
In view of this, what is the role of simplified models
such as the present one? They can complement state-
of-the-art models in providing explanation of specific
dynamical processes through ad hoc sensitivity exper-
iments. In fact, after having checked (as done in this
section) that the dynamical aspects under investigation
present in observed data are reproduced reasonably well
by the model, then its simplified nature will allow one
to perform modified runs that can highlight processes
(see section 5) in a more convenient way than could be
done with a highly realistic model.

b. Comparison between numerical and T/P zonally
integrated transports

Let us now consider a validation based on zonally
integrated transport time series. Stammer (1997) com-
puted, from the dynamically active signal, meridional
transport anomalies (that we denote as qALT, see below)
through the geostrophic relation under the assumption
of barotropic flow, and integrated meridional transport
anomalies (that we denote as QALT) by integrating qALT

over three different zonal belts centered at w 5 138, 318,
and 448N, so as to get rid of small-scale features. The
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belts covered all the longitudes, apart from a western
sector (where westward intensified current fluctuations
are expected), that was excluded from the integration.
Comparison was then carried out between QALT and the
corresponding Sverdrup anomalies (that we denote as
QSVE) obtained by performing the same spatial integra-
tion on meridional transports qSVE computed from the
ECMWF wind stress curl anomalies through the Sver-
drup relationship. From this comparison at w 5 138 it
was found that QALT and QSVE are highly correlated sig-
nals with an important seasonal component, and (a) the
ratio m between the QSVE rms and the QALT rms is m ø
0.15, and (b) QSVE leads QALT with a time lag Du ø 3
months. The large discrepancy between QALT and QSVE

(which is much less pronounced or even disappears at
higher latitudes) was ascribed to the failure of the as-
sumption that the sea surface topography reflects bar-
otropic transport fluctuations, since at this low latitude
the ocean variability is mainly baroclinic. In the fol-
lowing we will construct quantities that correspond to
those used by Stammer (1997), and will find good agree-
ment with the parameters m and Du obtained from T/P
data.

From h1 an altimeter-equivalent geostrophic merid-
ional (volume) transport can be computed:

g ]h1q 5 (D 1 D ) . (5)g 1 2 f ]x

This transport corresponds to the one obtainable from
the dynamically active altimeter-derived SSH under the
assumption of barotropic flow. However, since com-
parison with the Sverdrup transport is looked for, we
construct a corrected altimeter-equivalent meridional
transport qALT that includes also the meridional Ekman
transport qE 5 2(t)x/r f :

q 5 q 1 q .ALT g E (6)

By extending to the time-dependent case the classical
stationary Sverdrup relationship (e.g., Pedlosky 1996),
a meridional Sverdrup transport can be defined:

curl tzq 5 , (7)SVE rb

where t is given by (3). We then construct zonally in-
tegrated meridional (volume) transports as follows:

L y(w)1Dy

Q(w, t) 5 dx9 q(x9, y9, t) dy9, (8)E E
x y(w)2Dy0

so that an integrated altimeter-equivalent meridional
transport QALT is obtained by substituting (6) into (8)
and an integrated meridonal Sverdrup transport QSVE is
obtained by substituting (7) into (8). The angle w is the
latitude at which the zonal belt is centered, and y(w) is
the y coordinate corresponding to that latitude; more-
over, Dy (which is chosen as 333 km, corresponding to
38 in latitude, in order to simulate Stammer’s compu-
tations) is the semiwidth of the belt. The western ex-

treme of the zonal belt is chosen as x0 5 1500 km so
that, as Stammer (1997) did, the western meridional belt
where the Sverdrup relation is known a priori to fail is
excluded from the integration. In general, both QSVE and
QALT yield very weak dependence on x0, provided it is
sufficiently large to exclude the region of westward-
intensified current fluctuations, and sufficiently small
not to approach the eastern boundary.

Figure 9a shows QALT(138N, t) (thick solid line) and
QSVE(138N, t) (dashed line). The ratio between the QSVE

rms and the QALT rms is m ø 0.12, in good agreement
with the corresponding value obtained from T/P data
(which we recall is m ø 0.15, as noticed at the beginning
of this section). Moreover, also in these model results
QSVE leads QALT, as in T/P data, but with a time lag Du
ø 5 months instead of Du ø 3 months. This difference
of ø2 months between observed and modeled Du can
be explained as follows.

As we have already seen (section 3b) and we will see
even more clearly in the next section, most of the bar-
oclinic wind-driven response at extra-equatorial lati-
tudes in the eastern sector of the ocean originates ba-
sically from wind changes in the equatorial region. In
other words, QALT (138N, t) depends basically on wind
activity at the equator rather than on the local winds.
This, together with the verification (section 4a) that the
SSH signal at different latitudes is substantially in phase
with the observed T/P data allows us to conclude that
the wind (3) is in phase with the real wind for near-
equatorial latitudes, and that QALT (138N, t), as shown
in Fig. 9a, is basically correct. On the other hand we
observed (section 2b) that the ECMWF wind stress curl
experiences a phase change of 4 months at w ø 108N
(Rienecker and Ehret 1988), while in our wind stress
curl the phase change is 6 months. Thus, our wind
(which has the correct phase for w , 108N as we have
just seen) leads the real wind by 6 2 4 5 2 months for
w . 108N. Such time shift does not affect the local
response [and therefore QALT(138N, t)], as noticed
above, but it does produce a shifted Sverdrup transport
QSVE, because this depends on the local wind stress curl.
A corrected Sverdrup transport can be defined by shift-
ing QSVE ahead by 2 months. In conclusion, the time
lag between the corrected QSVE and QALT would now be
Du ø 5 2 2 5 3 months, in substantial agreement with
T/P observations. Figure 9b shows the shifted QSVE(138N,
t) (dashed line) and QALT(138N, t) scaled by the factor
m ø 0.12 (solid line): this figure is directly comparable
with Stammer’s (1997) Fig. 5c. The gross features of
the fluctuations are indeed captured by our simple mod-
el.

One last comment concerns the validity of the time-
dependent Sverdrup balance. The large departure be-
tween the Sverdrup transport and the transport obtained
from the SSH fluctuations under the assumption of bar-
otropic flow observed in both T/P data and model results
does not imply that the Sverdrup balance does not hold,
but simply that the flow has a predominant baroclinic
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FIG. 9. (a) Thick solid line: QALT(138N, t); dashed line: QSVE(138N, t); thin solid line: QNET(138N, t) (see text). (b): Solid
line: QALT(138N, t) scaled through the factor m ø 0.12; dashed line: shifted (see text) QSVE(138N, t). Panel (b) is directly
comparable with Stammer’s (1997) Fig. 5c.

component. In fact, in the absence of topographic effects
the Sverdrup balance is expected to hold in the oceanic
interior even if the flow is baroclinic (e.g., Pedlosky
1996), and the same can be said for the time-dependent
Sverdrup balance for sufficiently long forcing periods,
such as the annual one (Willebrand et al. 1980; Pierini
1998). In this context such balance is expressed by the
relation

Q ø Q ,SVE NET (9)

where QNET is obtained by applying (8) to the vertically
integrated model transport:

q 5 H y 1 H y .NET 1 1 2 2

Figure 9a (where QNET is given by the thin solid line)
shows that the time-dependent Sverdrup balance (9) ac-
tually holds, as expected (the small departure between
the two signals is due to weak inertial effects associated
with the seasonal variability). The local effect of the
wind at this latitude is only a small barotropic residual,
which is superimposed on a much larger baroclinic
Rossby wave signal of remote origin. On the contrary,
at midlatitudes one would have a wind-driven barotropic
flow for which QSVE ø QNET ø QALT, as confirmed by
the analysis (not shown) of these transports at extra-
tropical latitudes. Similar conclusions based on T/P data
were drawn by Vivier et al. (1999) who found that the
(nonzonally integrated) small barotropic annual residual
is, more precisely, in ‘‘topographic Sverdrup balance’’
(e.g., Niiler and Koblinsky 1985). Our results are also
in agreement with those of Vivier et al. (1999) and Fu
and Davidson (1995) in recognizing that the time-de-
pendent Sverdrup balance response is predominant over

the Rossby wave signal only for latitudes higher than
ø 408.

5. Sensitivity experiments

In section 3 we saw that the modeled wind-driven
seasonal variability in the tropical North Pacific outside
the equatorial band is basically in the form of annual
beta-refracted baroclinic Rossby waves freely propa-
gating away from the eastern boundary. We considered
in particular the origin of such waves (section 3b) and
concluded that they are generated by the passage of
northward propagating coastal Kelvin waves, which are
in turn originating from the equatorial region. Thus, this
dynamical mechanism known to act in El Niño events
appears to play a major role also in shaping the seasonal
variability.

It should be noticed, however, that the observed an-
nual Rossby waves radiating from the eastern boundary
of the ocean are, in several studies, considered to be
locally generated by the wind field. Stammer (1997)
regarded the westward propagating SSH anomalies at
108N shown in a T/P x–t diagram (our Fig. 4 is a model
counterpart) as being generated locally off the eastern
boundary by the wind field during specific seasons.
White (1977), Meyers (1979), White and Saur (1981),
and Cummins et al. (1986) all considered similar local
mechanisms to be the origin of such waves in the North
Pacific, and Krauss and Wuebber (1982) and Herrmann
and Krauss (1989) performed analogous studies and
drew analogous conclusions for the North Atlantic.

On the other hand, several observational and theo-
retical studies support the alternative generation mech-
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FIG. 10. (a) Lines 1–7: amplitudes of the seasonally varying zonal wind stress forcing at x 5 4500 km for w0 5 248, 228,
218, 18, 1.58, 28, and 48, respectively (see text). (b) Zooming of wind profiles for w0 5 628.

anism that came out in the present model study, for
which annual Rossby waves are mainly remotely forced
at the equator. Vivier et al. (1999) recognized from T/
P data that, while near-annual period Rossby waves in
the western Pacific are correlated with the wind stress
curl, in the eastern Pacific they are rather correlated with
SSH anomalies at the equator. Qiu et al. (1997) and
Soares et al. (1999) present modeling results in which
annual forcing at the equator produces annual Rossby
waves at the eastern boundary through the mechanism
described above.

Thus, while it is clear that both local and equatorial
wind forcings are able to radiate annual Rossby waves
from the eastern boundary of the tropical North Pacific,
in the present model study the result has emerged that
T/P data are compatible with a mainly remote equatorial
forcing. In this section sensitivity experiments will be
presented aimed at providing further evidence of this
dynamical behavior and obtaining a deeper insight into
its functioning. Sensitivity experiments (not shown), in
which small modifications of the wind forcing and of
the geometry of the basin (including an inclined eastern
boundary) were introduced, showed that the oceanic
response described in section 3 is very robust, since it
yielded relative deviations comparable to those intro-
duced, but with one important exception that we are
now going to discuss.

a. Effect of phase variations of the zonal winds in the
equatorial band

Let us define w0 as the latitude at which the zonal
wind stress in the middle of the basin (x 5 4500 km)
vanishes: Fig. 2 shows that our wind forcing (thin
dashed line) corresponds to the value w0 5 1.58. Then,

let us consider wind forcings that differ from the basic
one for small variations of w0 (the zonal structure shown
in Fig. 3a remaining unchanged). In Fig. 10a seven dif-
ferent profiles are reported corresponding to the values
w0 5 248, 228, 218, 18, 1.58, 28, and 48. For latitudes
w . 108N all these wind systems are exactly equal to
the basic one of section 3, and only for latitudes south
of w ; 108S is the wind very different from the latter
(but the southern sector of the basin has no relevance
in determining the response north of the equator). There-
fore one might expect in principle the various oceanic
responses in the northern sector to yield only minor
differences with respect to the basic one. On the con-
trary, the analysis of the responses shows that this is
not the case. Figure 11 shows zonal profiles of the SSH
at t 5 540 days at three different latitudes (w 5 68, 138,
208N) for the seven different wind systems. Let us con-
sider, for instance, the cases w0 5 228 and w0 5 128
(Fig. 10b): despite the small difference in the forcing
structure, the two responses are almost opposite in
phase! It can also be noticed that for different negative
values of w0 the phase is almost identical, and the same
holds for positive values of w0. In all cases the amplitude
of the response increases for increasing | w0 | .

This apparently paradoxical behavior can be ex-
plained as follows. The cases w0 5 228 and w0 5 128
(chosen for reference) have winds opposite in phase in
a narrow band centered at the equator, and this produces
the difference in the response according to the mech-
anism delineated in section 3b. For instance, in the case
w0 5 128, when the wind is positive—that is, eastward
[for 0 , vt , p in (3), which corresponds roughly to
autumn and winter]—piling up of water along the equa-
tor displaces the SSH upward and the interface down-
ward with a consequent production of an equatorial
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FIG. 12. Solid and thin dashed lines: QALT(138N, t) for w0 5 248,
228, 218, 18, 1.58, 28, and 48. Thick dashed line: QSVE(138N, t) (in-
dependent of w0).
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Kelvin wave that will soon transfer this information
along the eastern coast through propagation of coastal
Kelvin waves. No appreciable time lag between this
downwelling phase along the equator and the corre-
sponding one along the coast in the vicinity of the equa-
tor is expected because of the existence of zonal winds
up to the eastern boundary (Fig. 3a). This synchroni-
zation between the equatorial zonal wind and upwelling/
downwelling near the eastern boundary can be checked
from the y–t diagrams of Fig. 7 taking into account the
phase of the zonal wind given by (3). Now, during the
same half period (0 , vt , p), in the case w0 5 228
the zonal wind near the equator will be negative, that
is, westward; therefore the considerations made above
lead to the conclusion that in this case the response must
be almost opposite in phase with respect to that for w0

5 128, as shown by Fig. 11. It should be noticed that
the zonal winds in the two cases are not symmetric
relative to the equator (Fig. 10b), and this explains the
not exactly 1808 phase lag between the two cases. More-
over, the larger | w0 | is, the larger the winds around the
equator are, and this explains the increasing amplitude
of the response for increasing | w0 | .

Figures 12 and 13 show how the parameters intro-
duced in section 4b for quantitative validation with
Stammer’s (1997) altimeter data are modified for dif-
ferent values of w0. Figure 12 shows QALT(138N, t) for
the seven different values of w0, including the one (w0

5 1.58, thick solid line) that corresponds to our basic
experiment (already shown in Fig. 9a), along with
QSVE(138N, t) (thick dashed line), which is independent
of w0. The lines show differences analogous to those
discussed in connection to SSH zonal sections (Fig. 11).
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FIG. 13. Dashed line: time lag between QALT(138N, t) and the non-
shifted QSVE(138N, t) as a function of w0. Solid line: ratio m between
the QSVE(138N, t) rms and the QALT(138N, t) rms as a function of w0.

FIG. 14. Dashed line: amplitude of the seasonally varying zonal
wind stress forcing used in the basic numerical experiment at x 5
4500 km. Solid line: Profile of the confined forcing used in the nu-
merical experiment described in section 5b.

In Fig. 13 m and (the nonshifted value of ) Du are shown
as a function of w0 (in the gap 218 , w0 , 118 no
values are reported because, owing to the particular
structure of the QALT profiles, no phase difference Du
can be defined). The interesting information summa-
rized in Fig. 13 is that both m and Du are highly sensitive
to the structure of the zonal wind field in the equatorial
band, and this makes the validation with altimeter data
performed in section 4 particularly significant. In fact,
small differences of w0 from its correct value ø1.58 (see
thick dashed line of Fig. 2) would make the validation
fail dramatically.

b. Response to a zonal wind system confined in the
equatorial band

The sensitivity experiments of section 5a confirm that,
as already evidenced in section 3, the wind-driven oce-
anic response in the tropical Pacific is determined near
the equator, and show that the equatorial band within
which the signal is originated extends only very few
degrees around the equator, since a change of w0 of just
28–48 is sufficient to produce a phase shift in the tropical
response of ;1808 (;6 months). This is further evi-
dence that the seasonal variability behaves like a kind
of ‘‘periodic’’ El Niño, since McCreary (1976) already
found that only winds within an equatorial band of 658
of latitude are important in generating an El Niño event.
In order to put in evidence this behavior in a drastic
way we now use a forcing with the same zonal structure
as that shown in Fig. 3a, but whose profile at x 5 4500
km is shown in Fig. 14 (solid line), as compared with
that of the basic experiment (dashed line). The zonal
winds are equal to those of the basic experiment up to

w ; 2.58N and vanish at w ; 78N. The dependence of
the response in the tropical Pacific on the equatorial
winds suggests that this confined wind system should
produce a response similar to that discussed in section
3. This is indeed the case, as shown in the SSH x–t
diagrams of Fig. 15, that correspond to those of Fig. 4.

The SSH signal at 58N is virtually equal to that of
Fig. 4, apart from a small time lag. At 108N we noticed
in section 4a that the response to the realistic forcing
shows two distinctive aspects: east of x ; 5500 km
Rossby waves radiating from the eastern boundary are
present, while in the central and western part of the
basin there are Rossby waves, which appear to be orig-
inating in the open ocean, and which we supposed being
generated via the mechanism of Ekman pumping. The
x–t diagram at w 5 108N of Fig. 15 shows that the
Rossby waves originating from the eastern boundary
are present also now and with the same characteristics
(in agreement with the remote generating mechanism),
while those in the western sector are absent, and this is
clearly due to the absence of wind at w . 78N. Con-
sequently we have confirmation that the Rossby waves
found in the northwestern tropical Pacific when realistic
forcing is used are generated at midbasin by Ekman
pumping. Rossby waves are indeed known to be excited
in the Pacific midbasin by a local Ekman pumping re-
sponse coherent with the wind stress curl, as reported
by Meyers (1979), Kessler (1990), and Vivier et al.
(1999). At 258N the Rossby waves near the eastern
boundary for the realistic and confined wind forcing are
virtually coincident, while the barotropic westward in-
tensified oscillations generated by the realistic forcing
are obviously absent when the confined forcing is used.
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FIG. 15. SSH x–t diagrams at w 5 58, 108, and 258N produced by the confined wind forcing (amplitudes: cm).

6. Conclusions

In this paper the wind-driven seasonal variability in
the tropical North Pacific was analyzed through a pro-
cess study, in which the idealized model setup (a two-
layer primitive equation ocean model in a flat rectan-
gular ocean) is accompanied by an idealized seasonally
varying wind forcing obtained from realistic wind data
(ECMWF seasonal climatology). The oceanic response
in the eastern tropical region is found to be mainly in
the form of annual beta-refracted baroclinic Rossby
waves radiating from the eastern boundary, in agree-
ment with in situ measurements and recent remote sens-
ing information. A quantitative validation of these mod-
el results with those of Stammer (1997) based on TO-
PEX/Poseidon (T/P) altimeter data was then carried out.
The comparison between modeled and T/P sea surface
height anomalies along zonal sections at three different
tropical latitudes shows that, despite its simplicity, the
model is able to reproduce with sufficient accuracy the
main features and phase of the seasonal variability in
the eastern tropical North Pacific. Moreover, a further
validation was performed by means of zonally inte-
grated meridional transports computed from the SSH
under the assumption of barotropic flow and from the
winds through the Sverdrup relation, and, again, good
agreement is found.

An interesting information obtained from a detailed
analysis of the results and from ad hoc sensitivity ex-
periments concerns the mechanism through which the
seasonal variability in the eastern tropical North Pacific
is generated. The annual beta-refracted baroclinic Ross-
by waves radiating from the eastern boundary are found
to be generated by the passage of northward-propagating

coastal Kelvin waves, which are in turn originating from
the equatorial region. This is the same dynamical mech-
anism known to play a major role in the dynamics of
El Niño events, which thus appears to be active also in
shaping the oceanic response to seasonally varying
winds (but is expected to be a fundamental aspect of
the wind-driven variability also on longer timescales).

An apparently paradoxical consequence of this dy-
namical behavior lies in the dependence of the wind-
driven seasonal signal over a vast area of the tropical
ocean (even far away from the eastern boundary) on
winds in a very narrow equatorial band rather than on
the local wind stress curl, as it could be expected if
ageostrophic boundary effects were absent. In a sensi-
tivity experiment (section 5a) it was shown, among the
other things, that what establishes the phase of the sea-
sonal variability in the eastern (and partly in the central)
part of the ocean for w 5 08 ; 308 is not the wind over
this band but that at ;28S , w , ;28N. Another sen-
sitivity experiment (section 5b) shows that, obviously,
the local wind stress curl at w 5 08 ; 308 does produce
a local Ekman pumping response, and consequent open
ocean generation of Rossby waves, but this signal is
overwhelmed (particularly in the eastern Pacific) by the
stronger remotely generated annual Rossby wave field.
These results also include information on the response
to interannual wind anomalies superimposed on the sea-
sonal variability. A remarkable relaxation of the trade
winds around the equator in an El Niño year implies
strong westerly wind anomalies and consequent down-
welling at the eastern tropical boundary: in winter this
is an amplification of the usual seasonal cycle as mod-
eled in section 3 (in a ‘‘La Niña,’’ on the other hand,
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the wind anomaly is reversed with respect to the sea-
sonal signal since the trade winds intensify).

A technical conclusion can also be drawn from this
model study, concerning the essential features that must
be included in a model in order to obtain a realistic
wind-driven seasonal (or longer period) variability.
Apart from ocean general circulation models (which,
naturally, include all the effects needed), simplified
models aimed at performing process-oriented studies
must include the equatorial region in the model domain
(otherwise the remote equatorial forcing of Rossby
waves is absent) and, moreover, must not be quasigeo-
strophic (otherwise the ageostrophic teleconnection pro-
vided by the Kelvin waves is filtered out). For example,
in the model studies of Cummins et al. (1986) and
Herrmann and Krauss (1989) the remote generating
mechanism found in the present study is absent because
they considered domains that extended only north of
158 and 108N, respectively. Even if they had included
the equatorial band they still would not have obtained
the remote Rossby wave forcing, however, because they
used quasigeostrophic equations.

One last comment concerns the possibility of ex-
tending the model in order to include relatively realistic
topography and mean flows. The Pacific Ocean does not
present a strong and extensive topographic feature such
as the Atlantic midocean ridge, but nonetheless the in-
clusion of topography would certainly increase the de-
gree of realism of the model (particularly in the central
and western sectors). In addition, mean currents (the
subtropical gyre, the North Equatorial Current and
Countercurrent and Equatorial Undercurrent) should be
produced by a wind field that include also an appropriate
time-independent component (e.g., the mean zonal
winds represented by the thick solid line of Fig. 2).
Mean currents would Doppler shift the waves, but in
the tropical band the Rossby wave speed is so high that
this effect is not expected to be very relevant (otherwise
the good comparison of our model with T/P data could
not be realized). The zonal inclination of the interface
associated with mean currents would, on the other hand,
introduce a variation of Rossby wave speed with lon-
gitude. Nonlinear interactions could arise as well but,
again, the successful validation of this idealized model
suggests that all possible improvements would not be
likely to produce fundamental modifications on the spe-
cific aspects dealt with here.
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